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Application Performance
Snapshot User's Guide for Linux*
OS 1
Use Application Performance Snapshot for a quick view into your application's use of available hardware.

Getting Started
To quickly get started with the Application Performance Snapshot, see Analyzing Applications.

Metrics Reference
For a complete reference of the metrics Application Performance Snapshot supports, see Metrics Reference.

Detailed MPI Analysis
For a more detailed analysis of MPI functions, messages and communications, see Detailed MPI Analysis.

See Also
Collected links
Analyzing Applications
Metrics Reference
Detailed MPI Analysis

Introducing Application Performance Snapshot
Use Application Performance Snapshot for a quick view into different aspects of compute intensive
applications' performance, such as MPI and OpenMP* usage, CPU utilization, memory access efficiency,
vectorization, I/O, and memory footprint. Application Performance Snapshot displays key optimization areas
and suggests specialized tools for tuning particular performance aspects, such as Intel VTune Profiler and
Intel® Advisor. The tool is designed to be used on large MPI workloads and can help analyze different
scalability issues.

Application Performance Snapshot comes bundled with all installations of VTune Profiler on Linux* OS.

Acquire VTune Profiler from one of these locations:

• Standalone VTune Profiler download
• As part of the Intel® oneAPI Base Toolkit
• As part of the Intel® oneAPI System Bring-Up Toolkit
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What's New
To learn about updates and improvements to Application Performance Snapshot, see the Intel VTune Profiler
Release Notes.

Analyzing Applications

Prerequisites
(Optional) Use the following software to get an advanced metric set when running Application Performance
Snapshot:

• Recommended compilers: Intel® C++ Compiler Classic, Intel® oneAPI DPC++/C++ Compiler or Intel®
Fortran Compiler Classic and Intel® Fortran Compiler (other compilers can be used, but information about
OpenMP* imbalance is only available from the Intel OpenMP library)

Before running the tool, you need to set up your environment. In the terminal, run the following command to
set the environment variables:

source /opt/intel/oneapi/vtune/latest/apsvars.sh
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Tip
Launch apsvars.sh with the --help option for a list of available setup options.

Analyzing Shared Memory Applications
1. Run the following command:

$ aps <my app> [<app parameters>]
where <my app> is the path to your application and <app parameters> are your application
parameters.

Application Performance Snapshot launches the application and runs the data collection.
2. After the analysis completes, a report appears in the command window. You can also open an HTML

report with the same information in a supported browser. The path to the HTML report is included in the
command window. For example:

 firefox ./aps_report_01012017_1234.html &
3. Analyze the data shown in the report. Hover over a metric in the HTML report for more information.
4. Determine appropriate next steps based on result analysis. Common next steps may include application

tuning or using another performance analysis tool for more detailed information, such as Intel® VTune™
Profiler or Intel® Advisor.

Analyzing MPI Applications
1. Run the following command to collect data about your MPI application:

$ <mpi launcher> <mpi parameters> aps <my app> [<app parameters>]
where:

• <mpi launcher> is an MPI job launcher, such as mpirun, srun, or aprun.
• <mpi parameters> are the MPI launcher parameters.

NOTE
aps must be the last <mpi launcher> parameter.

• <my app> is the path to your application.
• <app parameters> are your application parameters.

Application Performance Snapshot launches the application and runs the data collection. After the
analysis completes, a aps_result_<date> directory is created.

2. Run the following command to complete the analysis:

$ aps --report aps_result_<date>
After the analysis completes, a report appears in the command window. You can also open an HTML
report with the same information in a web browser.

3. Analyze the data shown in the report. Hover over a metric in the HTML report for more information.
4. Determine appropriate next steps based on result analysis.

Common next steps may include communication tuning with the mpitune utility or using another
performance analysis tool for more detailed information, such as Intel® Trace Analyzer and Collector or
Intel® VTune™ Profiler.

Application Performance Snapshot also provides advanced capabilities for MPI analysis. See Detailed MPI
Analysis for details.
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See Also
Collected links
Detailed MPI Analysis

Controlling Amount of Collected Data
Application Performance Snapshot (APS) provides several methods to control the amount of collected data.
This enables you to reduce profiling overhead and focus on relevant application sections.

Collection Control API
By default, APS collects statistics for the whole application run. In some cases, it is important to enable or
disable the collection for a specific application phase. For example, you may want to focus on the most time
consuming section or disable collection for the initialization or finalization phases. APS provides APIs to
control data collection from source code.

For MPI applications, use the MPI_Pcontrol() API. Call MPI_Pcontrol(0) to pause data collection, call
MPI_Pcontrol(1) to resume it again. For more information, refer to Region Control with MPI_Pcontrol.

For non-MPI applications, the Instrumentation and Tracing Technology API (ITT API) is also available. Before
using ITT API, you need to configure your system. For instructions, refer to the Configure your Build System
page of the VTune Profiler User Guide. After the system is configured, you can use ITT API. Call
__itt_pause() and __itt_resume()to pause and resume data collection, respectively.

By default, profiling is enabled when the application is launched. To launch the application without profiling,
use the -start-paused option. Profiling will begin automatically with the first call of MPI_Pcontrol(1) or
__itt_resume(). This can be useful to skip the initialization phase.

MPI Imbalance Collection
By default, APS collects and reports on the MPI imbalance (idle time). The APS_IMBALANCE_TYPE
environment variable allows for additional control over how the imbalance is calculated. The default level
changes based on the setting of the APS_STAT_LEVEL environment variable. To change the level, update the
APS_IMBALANCE_TYPE environment variable. For example:

export APS_IMBALANCE_TYPE=2

Value Description

APS_IMBALANCE_TYPE=0 Default value if APS_STAT_LEVEL=1
Turns off the imbalance calculation. Disabling the
imbalance calculation reduces the overhead of APS,
but does not provide information about MPI
imbalance, which is an important statistic as part of
application performance analysis.

For the Intel® MPI Library, imbalance (Idle time) is
reported at this level.

APS_IMBALANCE_TYPE=1 Default value. Only Intel® MPI can collect the
imbalance requested by this setting. If you use any
other MPI implementation, the behavior is similar to
APS_IMBALANCE_TYPE=0.

APS_IMBALANCE_TYPE=2 Imbalance is calculated by calling MPI_Barrier
before any collective operation and measuring the
time of the call. This can provide data about
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Value Description

application imbalance. For example, when some
ranks do their computation work faster than others,
they need to wait for other ranks to start the MPI
collective operations. The wait time can be
calculated using the MPI_Barrier call.

Filter Data by Type
APS allows you to filter statistics collection by type: MPI statistics, OpenMP* statistics, or hardware counters
statistics. By default, data of all types is collected.

To specify data collection types, use the -c (--collection-mode) option. As an argument, specify a
comma-separated list of values mpi, omp, or hwc to enable statistics collection of the specified types. Use the
all argument to enable statistics collection of all types (default).

For example, to disable hardware counters statistics in an MPI application:

mpirun -n 2 aps -c mpi,omp ./myapp

Set MPI Level of Detail
For MPI applications, APS offers a multi-level approach to collecting statistics. There are five levels of detail
that vary by the amount of data collected. By default, level 1 is enabled. To change the level, use the
APS_STAT_LEVEL environment variable. For example:

export APS_STAT_LEVEL=2
This table summarizes available levels of detail.

Level Information is collected about

1 (default) MPI functions and their times

2 MPI functions and amount of transmitted data

3 MPI functions, communicators, and message sizes

4 MPI functions, communicators, communication
directions and aggregated traffic for each direction

5 MPI functions, communicators, message sizes, and
communication directions

Level 5 may provide too much information if an application uses a lot of communicators. In this case,
consider reducing the statistics level. Also, some diagrams may be unavailable for statistics levels 1–4,
depending on the availability of the information provided at that level.

NOTE
The APS_STAT_LEVEL value impacts the default value of the APS_IMBALANCE_TYPE environment
variable. For more information, see MPI Imbalance Collection.
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Collect Internal IDs of Communicators
With versions of APS as well as Intel MPI that are 2019 Update 4 or newer, you can use APS to collect
internal IDs of communicators when you maintain the same number of nodes and processes per node
between runs. In this case, the internal IDs do not change. To enable this function:

• Set the APS_COLLECT_COMM_IDS environment variable to 1.

export APS_COLLECT_COMM_IDS=1
• Set APS_STAT_LEVEL to 3 or higher. These are the only levels where APS collects information about

communicators.

export APS_STAT_LEVEL=3

Detailed Analyses
Use detailed reports of Application Performance
Snapshot to dive into deeper details regarding the
performance of your application.

In addition to the summary report, Application Performance Snapshot (APS) includes a number of detailed
reports that provide more insight into both hardware and MPI metrics:

• The Common Analyses section describes reports that are applicable for both MPI-based and non-MPI
applications.

• The MPI Analyses section describes MPI-specific reports.

Most reports in both sections support filtering by rank, for example:

aps --report --rank 0
or by node, for example:

aps --report –node=localhost,test123

NOTE
If both --node and --rank options are used, --node has no effect.

See the Common Analyses and MPI Analyses sections to learn more about the report types provided by APS.

Common Analyses
This section describes report types that are available
for all applications, whether they use MPI or not.

Counters Report
Key:-o [--counters]
This report displays the minimum, maximum, and average values of all collected MPI and hardware metrics.
This report also shows total values for metrics, where applicable. This report also shows the node or rank
where the minimum or maximum value was observed next to the value.

Example:

| Counters, Memory and Disk usage statistics for all Ranks
|---------------------------------------------------------
Computation:           40.11%
MPI        :           59.89%
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| Virtual Memory Usage per Rank:
          Total:    134246164.66 MB (all ranks)
            MIN:     33560779.87 MB (rank 3)
            MAX:     33562304.46 MB (rank 0)
            AVG:     33561541.16 MB

| Resident Memory Usage per Rank:
          Total:         1450.39 MB (all ranks)
            MIN:          129.72 MB (rank 1)
            MAX:          593.68 MB (rank 0)
            AVG:          362.60 MB

| MPI Time per Rank:
          Total:           13.48 sec (all ranks)
            MIN:            1.12 sec (rank 2)
            MAX:            6.01 sec (rank 1)
            AVG:            3.37 sec

[...]

| SP GFLOPS
          Total:            0.00
            MIN:            0.00 (node s011-n005)
            MAX:            0.00 (node s011-n005)
            AVG:            0.00
            
[...]

Node Topology Report
Key:--node-topology
This report shows the association between ranks, nodes, and PCIe devices in the collected data. When the
rank filter --rank is applied, the report displays node information for nodes where the specified rank was
executed.

Example:

| Node topology
|---------------------------------------------------------
Node s011-n004:
  ranks: 0-1
  devices:
    Bridge: Intel Corporation Device 0x2020 0000:00:00.0
    Display controller: Intel Corporation Device 0x4905 0000:1c:00.0
    Display controller: Intel Corporation Device 0x4905 0000:6a:00.0
    Mass storage controller: Intel Corporation Device 0xfaf0 0000:b3:00.0
Node s011-n005:
  ranks: 2-3
  devices:
    Bridge: Intel Corporation Device 0x2020 0000:00:00.0
    Display controller: Intel Corporation Device 0x4905 0000:1c:00.0
    Display controller: Intel Corporation Device 0x4905 0000:6a:00.0
    Mass storage controller: Intel Corporation Device 0xfaf0 0000:b3:00.0

Metrics Report
Key:--metrics arg
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This report shows a table with performance metrics for each rank, node, and PCIe device.

You can specify the exact metrics to be displayed in the table.

Use --metrics=? to get the list of metrics available in the collected data.

Use --metrics=all to display all available metrics.

Use --metrics="Metric 1, Metric 2, Metric 3" to display a specific set of metrics.

Example:

| Metric Table
|---------------------------------------------------------
Rank    Node Name       Device Type     Device Name     Metric Name     Metric Value
0       s011-n004       N/A     N/A     MPI Time, usec  1.37737e+06
N/A     s011-n004       N/A     N/A     Elapsed Time, sec       6.72061
N/A     s011-n004       GPU     Display controller: Intel Corporation Device 0x4905 
0000:1c:00.0        Inbound PCIe Write, MB/s        103.57
N/A     s011-n004       Other   Mass storage controller: Intel Corporation Device 0xfaf0 
0000:b3:00.0   Inbound PCIe Write, MB/s        29.9996
N/A     s011-n004       Other   Bridge: Intel Corporation Device 0x2020 0000:00:00.0    Inbound 
PCIe Write, MB/s       3.55524
N/A     s011-n004       GPU     Display controller: Intel Corporation Device 0x4905 
0000:6a:00.0        Inbound PCIe Write, MB/s        0

MPI Analyses
If the quick performance overview for your MPI application is not sufficient, you can use the advanced
capabilities of Application Performance Snapshot to get a better understanding of the application flow.

You can break down the analysis results by MPI ranks, functions used, message sizes, and other entities, and
filter the results for better readability. There is also support for MPI_Pcontrol operation, which allows you to
analyze specific code blocks.

See the sections below for detailed information:

• Analysis Charts
• Filtering Capabilities
• Region Control with MPI_Pcontrol
• Creating Configuration File for Intel® Trace Collector

See Also

Analysis Charts
Apart from the summary page, which is displayed by default when the analysis is complete, Application
Performance Snapshot provides capabilities for a more thorough MPI analysis. There are a number of charts
that provide information about a certain aspect of the MPI application run.

Each chart has an associated command-line key of the aps-report tool. To view the desired chart, run aps-
report with the corresponding key, for example:

$ aps --report ./aps_result_<postfix> -f # prints the function summary
Most of the charts support filtering, which can be enabled by using specific options. See Filtering Capabilities
for details. For the list of all available command-line keys and options, use the --help option.

For detailed descriptions of the available charts, see the following sections:

• Function Summary for All Ranks
• MPI Time per Rank
• Collective Operations Time per Rank

  1  Application Performance Snapshot User Guide for Linux* OS

10



• Message Sizes Summary for All Ranks
• Data Transfers per Rank-to-Rank Communication
• Data Transfers per Rank
• Data Transfers per Function
• Node-to-Node Data Transfers
• Communicators List
• Detailed Information for Specific Ranks

Function Summary for All Ranks

Key:-f [--functions]
This charts provides information about all functions used in the application.

Example

| Function summary for all ranks
|------------------------------------------------------------------------------------------------
-------------------------------------------
|           Function        Time(sec)          Time(%)        Idle(sec)          Idle(%) 
      Volume(MB)        Volume(%)            Calls
|------------------------------------------------------------------------------------------------
-------------------------------------------
         MPI_Barrier            92.40            36.20            91.79            35.96 
            0.00             0.00             7788
         MPI_Waitall            91.70            35.93            12.53             4.91 
            0.00             0.00         11733612
            MPI_Init            37.57            14.72             0.00             0.00 
            0.00             0.00               44
           MPI_Isend            15.97             6.26             0.00             0.00 
        50469.13            97.36         18400506
        MPI_Finalize            10.92             4.28             0.00             0.00 
            0.00             0.00               44
           MPI_Irecv             6.57             2.58             0.00             0.00 
            0.00             0.00         18400506
| [filtered out 7 lines]
|
=================================================================================================
==========================================
| TOTAL                        255.24           100.00           104.39            40.90 
        51837.71           100.00         48543557

Chart Entries

Columns

Rows

Function Function name

Time(sec) Total time of the function execution in all ranks (in
seconds)

Time(%) Percentage of the function execution time in the
application lifetime

Idle(sec) The time when the collective operation was idle (in
seconds)

Idle(%) Percentage of the time when the operation was idle
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Columns

Rows

Volume(MB) Amount of data transferred by the function in all ranks (in
megabytes)

Volume(%) Percentage of the data transferred by the function

Calls Number of calls of this function in all ranks

TOTAL Total values for all columns

MPI Time per Rank

Key:-t [--mpi-time-per-rank]
This chart shows the time each rank spent in MPI operations.

Example

| MPI Time per Rank
|---------------------------------------------------------
| Rank    LifeTime(sec)     MPITime(sec)       MPITime(%)
|---------------------------------------------------------
  0001           482964           396396          82.0756
  0000           477183           387175          81.1378
|=========================================================
| TOTAL          960146           783571          81.6095
| AVG            480073           391785          81.6095

Chart Entries
Columns

Rows

Rank Rank number

LifeTime(sec) Total execution time of the rank (in seconds)

MPITime(sec) Time spent in MPI functions (in seconds)

MPITime(%) Percentage of the MPI time in the application lifetime

TOTAL Total values for the LifeTime(sec) and
MPITime(sec) columns, average value for the
MPITime(%) column

AVG Average values for all columns

Message Sizes Summary for All Ranks

Key:-m [--message-sizes]
This charts contains summary for all message sizes. This information can be especially useful for the Intel®
MPI Library internal thresholds tuning.

Example

| Message Sizes summary for all ranks
|------------------------------------------------------------------------------------------------
-----
| Message size(B)       Volume(MB)        Volume(%)        Transfers        Time(sec) 
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         Time(%)
|------------------------------------------------------------------------------------------------
-----
                0             0.00             0.00          1353910            11.36 
           42.94
                4             0.80             0.00           209360             4.83 
           18.26
          4194304          8148.00            12.12             2037             1.59 
            6.01
            65536          7766.06            11.55           124257             1.14 
            4.29
          2097152          7954.00            11.83             3977             1.10 
            4.17
           131072          7772.12            11.56            62177             1.09 
            4.13
           262144          7784.25            11.58            31137             1.07 
            4.04
          1048576          7857.00            11.69             7857             1.06 
            4.01
           524288          7808.50            11.62            15617             1.05 
            3.95
            32768          6065.53             9.02           194097             0.68 
            2.58
            16384          3032.77             4.51           194097             0.40 
            1.51
| [filtered out 15 lines]
|
=================================================================================================
====
| TOTAL                   67220.46           100.00          4394694            26.46 
          100.00

Chart Entries

Columns

Rows

Message size(B) Message size (in bytes)

Volume(MB) Amount of data transferred by messages of this size (in
megabytes)

Volume(%) Percentage of amount of data transferred by messages of
this size

Transfers Number of messages of this size

Time(sec) Total transfer time of messages of this size (in seconds)

Time(%) Percentage of transfer time of messages of this size

TOTAL Total values for all columns

Data Transfers per Rank-to-Rank Communication

Key:-x [--transfers-per-communication]
This charts provides information about each rank-to-rank communication. This information can be useful for
detecting imbalance in network usage.
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Example

| Data Transfers per Rank-to-Rank Communication
|------------------------------------------------------------------------------------------------
---
| Rank --> Rank           Time(sec)        Time(%)      Volume(MB)        Volume(%)        
Transfers
|------------------------------------------------------------------------------------------------
---
  0003 --> 0000            14.30            10.21          8835.73             7.33           
370654
  0002 --> 0003            14.15            10.10          8835.73             7.33           
370622
  0003 --> 0002            14.04            10.02          8142.73             6.75           
336057
  0003 --> 0001            14.02            10.01          7449.73             6.18           
301492
  0002 --> 0001            13.92             9.93          8142.73             6.75           
336057
  0002 --> 0000            13.89             9.91          7449.73             6.18           
301524
  0000 --> 0001            11.61             8.29         19577.18            16.24           
847663
  0001 --> 0000            11.39             8.13         17498.20            14.51           
809130
  0001 --> 0002             8.41             6.00          8835.72             7.33           
370622
  0001 --> 0003             8.14             5.81          7449.73             6.18           
301492
  0000 --> 0003             8.13             5.80          9528.71             7.90           
337679
  0000 --> 0002             8.10             5.78          8835.72             7.33           
303114
|
=================================================================================================
==
| TOTAL                   140.11           100.00        120581.65           100.00          
4986106
| AVG                      11.68             8.33         10048.47             8.33           
415508

Chart Entries

Columns

Rank <-> Rank Numbers of communicating ranks

Time (sec) Communication time between ranks

Time (%) Percent of total time spent in communication

Volume(MB) Amount of data transferred in the communication (in megabytes)

Volume(%) Percentage of amount of data transferred in the communication

Transfers Number of messages in the communication
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Rows

TOTAL Total values for all columns

AVG Average values for all columns. The values are calculated as
follows: AVG = TOTAL / [(N*N + N)/2], where N is the number
of ranks

Graphic Representation
To generate a graphic representation of rank-to-rank communication, use --format=html. For example:

aps-report -x --format=html <result name>
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Example
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By default, the diagram is generated by communication time. If you need to have communication by volume,
add the -v option for the graphic report generation.

You can also use the -X <N> option to specify the size of the diagram. For a given N, the diagram is
displayed as a square with the size N by N.

Data Transfers per Rank

Key:-r [--transfers-per-rank]
This chart shows the amount of data transferred by each MPI rank.

Example

| Data Transfers per Rank
|---------------------------------------------------------
| Rank       Volume(MB)        Volume(%)        Transfers
|---------------------------------------------------------
  0001          22604.9          47.8261          1205911
  0000          22604.9          47.8261          1206193
  0002            12330           26.087           657791
  0003            12330           26.087           657791
  0004          6164.98          13.0435           328919
  0005          6164.98          13.0435           328919
  0006          6164.98          13.0435           328919
  0007          6164.98          13.0435           328919
|=========================================================
| TOTAL         47264.9              100      2.52168e+06
| AVG           11816.2               25           630420

Chart Entries

Columns

Rows

Rank Rank number

Volume(MB) Amount of data sent and received by the rank (in
megabytes)

Volume(%) Percentage of amount of data sent and received by the
rank

Transfers Number of messages sent and received by the rank

TOTAL Halved sum of all values for the Volume(MB) and
Transfers columns (due to each byte being sent and
received, it is counted twice), total value for the
Volume(%) column

AVG Average values for all columns.

Data Transfers per Function

Key:-u [--transfers-per-function]
This chart provides information about data transferred by each MPI function (for all ranks). This information
can be useful for identifying functions most used for data transfers.
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Example

| Function summary for all ranks
|-----------------------------------------------------------------------
|           Function       Volume(MB)        Volume(%)        Transfers
|-----------------------------------------------------------------------
              Reduce          1385.98          66.6665            65128
               Csend          692.997          33.3335            78073
           Allreduce      0.000839233      4.03675e-05              132
              Gather      0.000335693       1.6147e-05               44
               Bcast      0.000312805      1.50461e-05               50
                Send       3.8147e-06      1.83489e-07                1
             Barrier                0                0              314
|=======================================================================
| TOTAL                       2078.98              100           143742

Chart Entries

Columns

Rows

Function Function name

Volume(MB) Amount of data sent and received by the function (in
megabytes)

Volume(%) Percentage of amount of data sent and received by the
function

Transfers Number of function calls

TOTAL Total values for all columns

Node-to-Node Data Transfers

Key:-n [--node-to-node]
This charts provides information about node-to-node data transfers. This information can be useful for
detecting imbalance in network usage.

Example

| Volume summary for all nodes
|----------------------------------------------------------------------------
|           From                    To                   Volume(MB)
|----------------------------------------------------------------------------
Node_name_1                        Node_name_2                      3
Node_name_2                        Node_name_1                      3

Chart Entries

Columns

From Sender node name

To Receiver node name

Volume(MB) Amount of data transferred in the communication (in
megabytes)
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Communicator List

Key:

-l [--communicators-list]
-E [--internal-communicators]
These reports provide information about all communicators used in the application. The reports are sorted by
time to identify the most important communicator in the application.

Example 1: List of Communicators
To generate this report, run:

aps-report aps_result/--communicators_list

| Communicators used in the application
|------------------------------------------------------------------------------------------------
---------
| Communicator Id  Communicator Size   Time(Rank Average)(sec)       Ranks
|------------------------------------------------------------------------------------------------
---------
         1                4                    6.51(1.63)           0,1,2,3
|------------------------------------------------------------------------------------------------
---------
         0                2                    3.52(1.76)             0,1
|------------------------------------------------------------------------------------------------
---------

Example 2: List of Communicators with Internal IDs
To generate this report, run:

aps-report aps_result/--communicators_list --internal_communicators

| Communicators used in the application
|------------------------------------------------------------------------------------------------
---------
| Communicator Id      Communicator Size    Time(Rank Average)(sec)        Ranks
|------------------------------------------------------------------------------------------------
---------
 4611686018431582208           4                    2.44(0.61)             0,1,2,3
|------------------------------------------------------------------------------------------------
---------
 4611686018431582656           4                    1.80(0.45)             0,1,2,3          
|------------------------------------------------------------------------------------------------
---------
 4611686018429485456           2                    1.77 (0.89)              0,1
|------------------------------------------------------------------------------------------------
---------
 4611686018431582608           4                    1.40 (0.35)            0,1,2,3
|------------------------------------------------------------------------------------------------
---------
 4611686018429485552           2                    1.24 (0.62)              0,1
|------------------------------------------------------------------------------------------------
---------
 4611686018431582704           4                    0.86 (0.21)            0,1,2,3
|------------------------------------------------------------------------------------------------
---------
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 4611686018429485520           2                    0.50 (0.25)              0,1
|------------------------------------------------------------------------------------------------
---------
 4611686018429485536           2                    0.01 (0.00)              0,1
|------------------------------------------------------------------------------------------------
---------
 4611686018431582688           4                    0.00 (0.00)            0,1,2,3
|------------------------------------------------------------------------------------------------
----------
 4611686018429485472           2                    0.00 (0.00)              0,1
|------------------------------------------------------------------------------------------------
----------
 4611686018429485488           2                    0.00 (0.00)              0,1
|------------------------------------------------------------------------------------------------
----------

Entries
Columns

Communicator Id Total time of the function execution in all ranks (in
seconds)

Communicator Size Percentage of the function execution time in the
application lifetime

Time (Rank Average) Time spent in MPI collective operations on the
communicator as well as rank average time.

Ranks Rank numbers

Detailed Information for Specific Ranks

Option:-D [--details]
Use this option to see details for the specified chart. This option affects charts in the following ways:

Chart name Description

Message Sizes Summary (-m -D) Shows message sizes breakdown by functions

MPI Time per Rank (-t -D)  Shows details for processes with the minimum, mean, and
maximum time values

Collective Operations Time per Rank (-c -D) Shows breakdown by functions and message sizes for all
ranks

To specify the ranks to show details for, use the -R option instead of -D. You can also specify multiple ranks
using the -R option. For example:

$ aps-report ./aps_result_<postfix>  -t -R 1
For the Time charts, the details include the process execution time and information about each function used
by the process. Information about functions is presented in the following ways:

• Function summary
• Details for the messages transferred by each function

These two views share the table columns but their meanings are different for each view. See the chart
entries descriptions below.

Example

|#########################################################
| RANK 3
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|#########################################################
| Life Time = 149.539 (sec)
| MPI Time  = 140.662 (sec) 94.0639%

Function Summary

|------------------------------------------------------------------------------------------------
--------------------------
|           Function         Time(sec)         Time(%)       Volume(MB)        Volume(%) 
           Calls    AvrMsgSize(B)
|------------------------------------------------------------------------------------------------
--------------------------
           Alltoallv          23.9206          15.9962            12330          31.2704 
          109624           117939
            Alltoall          23.8242          15.9317          2054.99          5.21173 
          109624            19656
             Barrier          19.0241          12.7218                0                0 
           11070                0
          Allgatherv          17.8779          11.9553          2054.99          5.21173 
          109624            19656
           Allgather               16          10.6996          2054.99          5.21173 
          109624            19656
           Allreduce          5.72988          3.83169          2054.99          5.21172 
          100272            21490
            Scatterv          5.53121          3.69883          2054.99          5.21173 
          109624            19656
             Scatter          5.40639          3.61536          2054.99          5.21173 
          109624            19656
             Gatherv          5.21395          3.48668          2054.99          5.21173 
          109624            19656
              Gather          5.20341          3.47963             2055          5.21175 
          110665            19472
      Reduce_scatter          3.92054          2.62174          385.307         0.977187 
           97624             4139
                Send          3.33028          2.22703          6164.98          15.6352 
          328919            19654
               Bcast          2.95886          1.97865             2055          5.21173 
          110288            19538
              Reduce          2.72119          1.81972          2054.98          5.21168 
           97624            22072
|
=================================================================================================
=========================
| TOTAL                       140.662          94.0639          39430.2              100 
         1623830            25462

Details for Function Messages

|------------------------------------------------------------------------------------------------
--------------------------
|           Function         Time(sec)         Time(%)       Volume(MB)        Volume(%) 
           Calls       MsgSize(B)
|------------------------------------------------------------------------------------------------
--------------------------
           Alltoallv          23.9206          15.9962            12330              100 
          109624              ALL
                              3.06902          2.05232             1440          11.6789 
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              90         16777216
                              3.04682          2.03747             1440          11.6789 
             180          8388608
                              2.89341          1.93488             1440          11.6789 
             360          4194304
                              2.83532          1.89604             1440          11.6789 
            2880           524288
                              2.64094          1.76605             1440          11.6789 
             720          2097152
                              2.53039          1.69212             1440          11.6789 
            1440          1048576
                              2.47286          1.65365             1230           9.9757 
            4920           262144
                              2.04191          1.36546              960          7.78591 
              30         33554432
| [skipped 17 lines]
|------------------------------------------------------------------------------------------------
--------------------------
            Alltoall          23.8242          15.9317          2054.99              100 
          109624              ALL
                              3.14809           2.1052              240          11.6789 
             120          2097152
                              2.96477          1.98261              240          11.6789 
              60          4194304
                               2.9347           1.9625              240          11.6789 
             240          1048576
                              2.77462          1.85545              240          11.6789 
            3840            65536
                              2.67651          1.78984              240          11.6789 
             480           524288
                              2.52501          1.68853              240          11.6789 
            1920           131072
                              2.50317          1.67392              240          11.6789 
             960           262144
                              2.20381          1.47373            187.5          9.12411 
            6000            32768
| [skipped 16 lines]
...

Chart Entries

Function Summary Columns

Details for Messages Columns

Rows

Life Time Total execution time of the rank

MPI Time / Coll Op Time Time spent by the rank in MPI calls and its percentage in
the Life Time

Function Function name

Time(sec) Total time of the function execution in the rank (in
seconds)

Time(%) Percentage of the function execution time in the
application lifetime

Volume(MB) Amount of data transferred by the function within the
rank (in megabytes)
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Function Summary Columns

Details for Messages Columns

Rows

Volume(%) Percentage of the data transferred by the function

Calls Number of calls of the function in the rank

AvrMsgSize(B) Average message size transferred by the function within
the rank (in bytes)

Function Function name

Time(sec) Transfer time for the message of this size (in seconds)

Time(%) Percentage of the message transfer time in the function
time

Volume(MB) Amount of data transferred by the message of this size (in
megabytes)

Volume(%) Percentage of the data transferred by the message in the
data transferred by the function

Calls Transfers of messages of this size

MsgSize(B) Size of the message transferred by the function (in bytes)

TOTAL Total values for all columns

Filtering Capabilities
Application Performance Snapshot can handle applications with thousands of MPI ranks running in parallel.
Consequently, the aggregated result charts for these large applications may contain thousands of lines To
create smaller tables of results, you can filter the results in a few ways:

• By key metric
• By rank
• By node
• By function

NOTE
Filters do not skip one line because it is substituted with the message about the skipped lines, which
also takes one line.

Filters are enabled by default, and the tool behavior is the same as with the key combination:

–V 1 –T 1 –N 5
To disable the filters entirely, use the -F key, or the following key combination:

–V 0 –T 0 –N 0
For details, see the sections below:

• Filtering by Key Metric
• Filtering by Number of Lines
• Using Filter Combinations

See Also
Collected links
Filtering by Key Metric
Filtering by Number of Lines
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Using Filter Combinations

Filtering by Key Metric

All charts provided by the tool are sorted by its key metric. The key metric for a chart may be:

• TIME – controlled by the -T (--time_threshold) key
• VOLUME – controlled by the -V (--volume_threshold) key

If a chart is sorted by TIME, the time threshold is applied for the table filtering. VOLUME threshold is not
applied to this chart. And vice versa: the volume threshold is applied to charts sorted by VOLUME and does
not affect charts sorted by TIME.

You can use both thresholds only when the tool displays several charts sorted by different key metrics.

Default value for both key metric thresholds is 1%. This is equivalent to the following combination of
command line options: –T 1 –V 1
Zero value -V 0 disables filtering by VOLUME, and the -T 0 filter disables filtering by TIME.

Maximum value for the thresholds is 100%.

The filter hides the lines with the key metric percentage less than the filter threshold. For example, lines with
Volume(%) less than 1% are hidden in the table charts sorted by VOLUME.

NOTE Note
By default, filter by number of lines is enabled. To see independent result of the metric filter usage,
disable this filter. Use the key -N 0.

Examples
In all examples, the Message Size chart is used. The chart is sorted by VOLUME, so the -V key is used for
filtering. The -T key does not affect the output.

Example 1
To show all lines in the chart, enter:

$ aps-report -V 0 -N 0 -m aps_result_<postfix>
Output:

| Message Sizes summary for all ranks
|--------------------------------------------------------------------
| Message size(B)       Volume(MB)        Volume(%)        Transfers
|--------------------------------------------------------------------
           262144             8340          11.6789            33360
           524288             8340          11.6789            16680
          1048576             8340          11.6789             8340
          2097152             8280          11.5948             4140
          4194304             8160          11.4268             2040
           131072             8130          11.3848            65040
            65536             7650          10.7126           122400
            32768             5805            8.129           185760
            16384          2966.25          4.15377           189840
             8192             1500          2.10052           192000
          8388608             1440           2.0165              180
         16777216              960          1.34433               60
             4096              750          1.05026           192000
             2048              375         0.525129           192000
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             1024            187.5         0.262565           192000
              512            93.75         0.131282           192000
              256           46.875        0.0656411           192000
              128          23.4375        0.0328206           192000
               64          11.7188        0.0164103           192000
               32          5.85938       0.00820514           192000
               16          2.92975       0.00410266           192004
                8          1.49738       0.00209684           196264
                4         0.749222       0.00104917           196404
                2         0.308998      0.000432704           162004
                1         0.143055      0.000200326           150004
               60      0.000114441     1.60257e-007                2
               12     2.28882e-005     3.20513e-008                2
                0                0                0           214062
|====================================================================
| TOTAL                      71411              100          3466586

Example 2
To apply the default VALUE filter to the Message Size chart, enter:

$ aps-report -N 0 -m aps_result_<postfix>
Output:

| Message Sizes summary for all ranks
|--------------------------------------------------------------------
| Message size(B)       Volume(MB)        Volume(%)        Transfers
|--------------------------------------------------------------------
           262144             8340          11.6789            33360
           524288             8340          11.6789            16680
          1048576             8340          11.6789             8340
          2097152             8280          11.5948             4140
          4194304             8160          11.4268             2040
           131072             8130          11.3848            65040
            65536             7650          10.7126           122400
            32768             5805            8.129           185760
            16384          2966.25          4.15377           189840
             8192             1500          2.10052           192000
          8388608             1440           2.0165              180
         16777216              960          1.34433               60
             4096              750          1.05026           192000
| [skipped 15 lines]
|====================================================================
| TOTAL                      71411              100          3466586

In this example, all lines with the Volume(%) value less than 1% are skipped.

Example 3
To skip all lines with the Volume(%) value less than 10%, enter:

$ aps-report –V 10 -N 0 -m aps_result_<postfix>
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Output:

| Message Sizes summary for all ranks
|--------------------------------------------------------------------
| Message size(B)       Volume(MB)        Volume(%)        Transfers
|--------------------------------------------------------------------
           262144             8340          11.6789            33360
           524288             8340          11.6789            16680
          1048576             8340          11.6789             8340
          2097152             8280          11.5948             4140
          4194304             8160          11.4268             2040
           131072             8130          11.3848            65040
            65536             7650          10.7126           122400
| [skipped 21 lines]
|====================================================================
| TOTAL                      71411              100          3466586

Filtering by Number of Lines

This filter enables you to see only lines of interest. Usually, these lines are the top, the bottom, and the
middle ones. The filter key -N defines the number of lines to be shown in each part. The filter can be applied
to any table chart sorted by any metric, since it works with the table lines.

The default value is five, therefore the tool displays 15 lines overall (five top lines, five middle, and five
bottom lines).

Zero value disables the filter: -N 0. Maximum value for the filter is unlimited.

NOTE Note
By default, filter by key metric is enabled. To see independent results of the filter by number of lines,
disable this filter. Use the key combination –T 0 –V 0, or only one of the keys, depending on sorting
filter of the chart.

If you want to see only particular lines, use external text filtering tools. Application Performance Snapshot
does not provide such functionality.

Examples
In all examples, the Message Size chart is used. The chart is sorted by VOLUME, so the -V key is used for
filtering. The -T key does not affect the output.

Example 1
To show all lines in the chart, enter:

$ aps-report -V 0 -N 0 -m aps_result_<postfix>
For output, see Example 1 in Filtering by Key Metric.

Example 2
If you set a number larger than the table size, all lines will be displayed. For example, to display all lines of
the table, enter the command:

$ aps-report -V 0 -N 1000 -m aps_result_<postfix>
For output, see Example 1 in Filtering by Key Metric.
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Example 3
To apply the default filter value (five lines), enter:

$ aps-report -V 0 -m aps_result_<postfix>
Output:

| Message Sizes summary for all ranks
|--------------------------------------------------------------------
| Message size(B)       Volume(MB)        Volume(%)        Transfers
|--------------------------------------------------------------------
           262144             8340          11.6789            33360
           524288             8340          11.6789            16680
          1048576             8340          11.6789             8340
          2097152             8280          11.5948             4140
          4194304             8160          11.4268             2040
| [skipped 6 lines]
         16777216              960          1.34433               60
             4096              750          1.05026           192000
             2048              375         0.525129           192000
             1024            187.5         0.262565           192000
              512            93.75         0.131282           192000
| [skipped 7 lines]
                2         0.308998      0.000432704           162004
                1         0.143055      0.000200326           150004
               60      0.000114441     1.60257e-007                2
               12     2.28882e-005     3.20513e-008                2
                0                0                0           214062
|====================================================================
| TOTAL                      71411              100          3466586

Example 4
To display two lines in the top, the middle and the bottom (six lines overall), enter:

$ aps-report -V 0 –N 2 -m aps_result_<postfix>
Output:

| Message Sizes summary for all ranks
|--------------------------------------------------------------------
| Message size(B)       Volume(MB)        Volume(%)        Transfers
|--------------------------------------------------------------------
           262144             8340          11.6789            33360
           524288             8340          11.6789            16680
| [skipped 11 lines]
             2048              375         0.525129           192000
             1024            187.5         0.262565           192000
| [skipped 11 lines]
               12     2.28882e-005     3.20513e-008                2
                0                0                0           214062
|====================================================================
| TOTAL                      71411              100          3466586

See Also
Collected links
Filtering by Key Metric
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Filtering by Key Metric

Using Filter Combinations

By default, both filters described above are enabled. The default threshold for TIME and VOLUME is 1%,
default value for the number of lines filter is five. Thus, the default tool behavior is the same as with the key
combination -V 1 -T 1 -N 5.

NOTE Note
Filter by key metric is applied first. Filtering by number of lines filters only the remaining lines.

Examples
In all the examples, the Message Size chart containing 28 lines is used.

Example 1
To use the default options, enter:

$ aps-report -m aps_result_<postfix>
This command line is equal to this one:

$ aps-report -m -V 1 -T 1 -N 5 aps_result_<postfix>
Output:

| Message Sizes summary for all ranks
|--------------------------------------------------------------------
| Message size(B)       Volume(MB)        Volume(%)        Transfers
|--------------------------------------------------------------------
           262144             8340          11.6789            33360
           524288             8340          11.6789            16680
          1048576             8340          11.6789             8340
          2097152             8280          11.5948             4140
          4194304             8160          11.4268             2040
           131072             8130          11.3848            65040
            65536             7650          10.7126           122400
            32768             5805            8.129           185760
            16384          2966.25          4.15377           189840
             8192             1500          2.10052           192000
          8388608             1440           2.0165              180
         16777216              960          1.34433               60
             4096              750          1.05026           192000
| [skipped 15 lines]
|====================================================================
| TOTAL                      71411              100          3466586

The volume filter hides the bottom lines with Volume(%) less than 1% (15 lines). The remaining 13 lines are
less than the number of lines to be displayed. Therefore, the filter by number of lines will not be applied.
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Example 2
To hide the lines with VOLUME less than 1% (default threshold), and display two top lines, two middle lines,
and two bottom lines of the remaining lines, enter:

$ aps-report -N 2 -m aps_result_<postfix>
or

$ aps-report -V 1-N 2 -m aps_result_<postfix>
Output:

| Message Sizes summary for all ranks
|--------------------------------------------------------------------
| Message size(B)       Volume(MB)        Volume(%)        Transfers
|--------------------------------------------------------------------
           262144             8340          11.6789            33360
           524288             8340          11.6789            16680
| [skipped 3 lines]
           131072             8130          11.3848            65040
            65536             7650          10.7126           122400
| [skipped 4 lines]
         16777216              960          1.34433               60
             4096              750          1.05026           192000
| [skipped 15 lines]
|====================================================================
| TOTAL                      71411              100          3466586

Region Control with MPI_Pcontrol
Application Performance Snapshot supports the region control with the MPI_Pcontrol() operation. This
allows you to enable and disable statistics collection for specific application regions in the source code.
Region control only affects MPI and OpenMP* metrics, while the other ones will still be collected for the entire
application.

By default, the statistics collection is enabled for the entire application. To disable the collection starting from
a certain point, insert the MPI_Pcontrol(0) call in your code. Similarly, insert the MPI_Pcontrol(1) call to
enable collection again. For example:

...
MPI_Pcontrol(0);
MPI_Comm_size (MPI_COMM_WORLD, &size);
MPI_Comm_rank (MPI_COMM_WORLD, &rank);
MPI_Pcontrol(1);
...

MPI_Pcontrol() also allows you to mark specific code regions using unique numbers (5 and higher). Use a
MPI_Pcontrol(<region>) call to mark the beginning of the region, and use MPI_Pcontrol(-<region>) to
mark the end of the region. You can mark several non-contiguous code sections with the same region
number to include them into the same region. MPI_Pcontrol(0) and MPI_Pcontrol(1) disable and enable
statistics collection for all regions at once, respectively.

The following example demonstrates how to mark code regions with MPI_Pcontrol():

if (rank == 0) {
    MPI_Pcontrol(5);
    for (i = 1; i < size; i++)
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        MPI_Recv (&rank, 1, MPI_INT, i, 1, MPI_COMM_WORLD, &stat);
    MPI_Pcontrol(-5);
}
else {
    MPI_Pcontrol(6);
    MPI_Send (&rank, 1, MPI_INT, 0, 1, MPI_COMM_WORLD);
    MPI_Pcontrol(-6);
}

If an application contains regions, the statistics will be collected for the entire application and for that region
specifically. Region statistics data is saved in a separate folder aps_result_<date>_<region>, for example
aps_result_20171231_6.

As it was mentioned above, region numbers from 0 to 4 are unavailable (0 and 1 have special meanings; 2, 3
and 4 are ignored), and regular regions start with the number 5. You can change this behavior and also make
1, 2, 3 and 4 regular regions, or make regular regions start with a greater number. To do so, set the
MPS_PCONTROL_REGION_BEGIN environment variable to the desired value.

NOTE Note
According to the MPI standard, MPI_Pcontrol() can have a variable number of arguments. For
Application Performance Snapshot, only the first argument is relevant.

Creating Configuration File for Intel® Trace Collector
Application Performance Snapshot (APS) provides integration with Intel® Trace Analyzer and Collector in the
form of Intel® Trace Collector configuration files to reduce tracing overhead.

APS allows you to create a configuration file that enables tracing of only most used MPI functions in the
application. You can select top functions sorted by time, imbalance or volume values, and change the number
of functions selected.

To create a configuration file, run aps-report with the -j (--itac_config) option. Use time, imbalance
or volume as an option argument to pick top functions by the respective value. You can limit the number of
functions selected using the -N option. By default, four functions are selected. For example:

                $ aps-report ./aps_result_<postfix> -j time -N 5
A configuration file created with the command line above may look as follows:

                ACTIVITY MPI OFF
                SYMBOL MPI_Init ON
                SYMBOL MPI_Recv ON
                SYMBOL MPI_Send ON
                SYMBOL MPI_Barrier ON
                SYMBOL MPI_Bcast ON
                ACTIVITY Application 0

Outlier Detection
Application Performance Snapshot offers a mechanism
to detect individual metric values that break a certain
threshold or don't fit into the overall distribution.

Outliers are individual metric values from an overall average metric that show a significant disparity with
other metric values that contribute to an average metric.
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For example, for the DRAM Stalls metric, the value presented is an arithmetic mean of individual DRAM
Stalls metric values from all nodes. If an MPI workload is being run on multiple nodes and one or more of
the nodes reports a DRAM Stalls value that differs significantly from other nodes or breaks a certain
threshold, APS marks this metric as having an outlier.

There are two types of outliers in APS:

• Statistic: an individual metric value contributing to the overall average metric differs significantly from
the overall distribution.

• Threshold: an individual metric value breaks a certain pre-defined threshold, but the average metric
value does not.

If APS indicates the presence of outliers, you can use the HTML report or the command-line interface to see
the rank or node responsible for the outlier.

Outliers can:

• Cause MPI Imbalance during your MPI application run.
• Distort average metric values, making them less representative of real application performance.

Analyze Outliers from the HTML Report
To check your workload for outliers using the HTML report:

1. Analyze your application to obtain profiling data.
2. Open the HTML report in your browser of choice.
3. Hover over a metric name to see the Metric Tooltip.

If any outliers are present, APS shows up to three outliers on the metric tooltip, along with the
responsible node or rank.

To see more than three outliers, you can use the command line interface of APS.

Analyze Outliers from the Command Line
To check for outliers from the command line:

1. Analyze your application to obtain profiling data.
2. Generate a summary APS report for the collected result using the command:

aps --report /<aps_result>
APS prints out the summary report with metrics relevant to your application.

3. If a metric has any kind of outlier, a warning message is printed next to this metric, for example:

|Some of the individual mertic values contributing to this average metric are
|statistical outliers that can significantly distort the average metric value.

To determine the exact point where an outlier occurred, print a detailed report for a specific metric using the
command:

aps --report --metrics="Metric Name" /<aps_result>
APS prints a table of all individual metric values that contributed to this average metric, showing each metric
value, type of outlier, and the specific node or rank, where applicable. You can use this data to troubleshoot
the root cause of the outlier. For example, if a single node consistently produces outliers in several hardware
metrics, there may be a hardware or software issue with this exact node.

For a full, comprehensive report on all metrics and their outliers, use:

aps --report --counters /<aps_result>
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Metrics Reference
The following list describes metrics supported by Application Performance Snapshot, along with their
descriptions. If data for a metric is available in the statistics files, the data is displayed in the analysis
summary on the command line and in the HTML report. Some metrics are platform-specific while others are
available only if the application uses MPI or OpenMP*.

Cache Stalls
This metric indicates how often the machine was stalled on L1, L2, and L3 cache. While cache hits are
serviced much more quickly than hits in DRAM, they can still incur a significant performance penalty. This
metric also includes coherence penalties for shared data.

CPI (Cycles per Instruction Retired) Rate
The amount of time each executed instruction took measured by cycles. A CPI of 1 is considered acceptable
for high performance computing (HPC) applications, but different application domains will have varied
expected values. The CPI value tends to be greater when there is long-latency memory, floating-point, or
SIMD operations, non-retired instructions due to branch mispredictions, or instruction starvation at the front
end.

CPU Utilization
This metric helps evaluate the parallel efficiency of your application. It estimates the utilization of all the
logical CPU cores in the system by your application. 100% utilization means that your application keeps all
the logical CPU cores busy for the entire time that it runs. Note that the metric does not distinguish between
useful application work and the time that is spent in parallel runtimes.

DP GFLOPS
Number of double precision giga-floating point operations calculated per second. DP GFLOPS metrics are only
available for 3rd Generation Intel® Core™ processors, 5th Generation Intel processors, and 6th Generation
Intel processors.

DRAM Bandwidth
The metrics in this section indicate the extent of high DRAM bandwidth utilization by the system during
elapsed time. They include:

• Average Bandwidth - Average memory bandwidth used by the system during elapsed time.
• Peak - Maximum memory bandwidth used by the system during elapsed time.
• Bound - The portion of elapsed time during which the utilization of memory bandwidth was above a 70%

threshold value of the theoretical maximum memory bandwidth for the platform.

Some applications can execute in phases that use memory bandwidth in a non-uniform manner. For example,
an application that has an initialization phase may use more memory bandwidth initially. Use these metrics to
identify how the application uses memory through the duration of execution.

DRAM Stalls
This metric indicates how often the CPU was stalled on the main memory (DRAM) because of demand loads
or stores.

Elapsed Time
Execution time of specified application in seconds.

FP Arith/Mem Rd Instr. Ratio

  1  Application Performance Snapshot User Guide for Linux* OS

32



This metric represents the ratio between arithmetic floating point instructions and memory read instructions.
A value less than 0.5 might indicate unaligned data access for vector operations, which can negatively impact
the performance of vector instruction execution.

FP Arith/Mem Wr Instr. Ratio

This metric represents the ratio between arithmetic floating point instructions and memory write instructions.
A value less than 0.5 might indicate unaligned data access for vector operations, which can negatively impact
the performance of vector instruction execution. The metric value might indicate unaligned access to data for
vector operations.

GPU Metrics
This section contains metrics that enable you to analyze the efficiency of GPU utilization within your
application.

GPU Accumulated Time

This is the sum total of all times when each GPU stack had at least one thread scheduled.

GPU IPC (Instructions Per Cycle)

This is the average number of instructions per cycle processed by the two FPU pipelines of Intel ®Integrated
Graphics.

GPU Stack Utilization

The average portion of time during when at least one GPU XVE thread was scheduled on each GPU stack.
This metric is a percentage of the GPU Accumulated Time. This metric has a second-level breakdown by
state:

• XVE Active: The normalized sum of all cycles on all cores spent actively executing instructions.
• XVE Idle: The normalized sum of all cycles on all cores when no threads were scheduled on a core.
• XVE Stalled: The normalized sum of all cycles on all cores spent stalled. At least one thread was loaded,

but the core remained stalled.

Instruction Mix
This section contains the breakdown of micro-operations by single precision (SP FLOPs) and double precision
(DP FLOPs) floating point and non-floating point (non-FP) operations. SP and DP FLOPs contain next level
metrics that enable you to estimate the fractions of packed and scalar operations. Packed operations can be
analyzed by the vector length (128, 256, 512-bit) used in the application.

Intel® Omni-Path Fabric Interconnect Bandwidth and Packet Rate
(Available for compute nodes equipped with Intel® Omni-Path Fabric (Intel® OP Fabric) and with Intel®
VTune™ Profiler drivers installed)

Average interconnect bandwidth and packet rate per compute node, broken down by outgoing and incoming
values. High values close to the interconnect limit might lead to higher latency network communications. The
interconnect metrics are available for Intel Omni-Path Fabric when the Intel VTune Profiler driver is installed.

Memory Stalls
This metric indicates how memory subsystem issues affect the performance. It measures a fraction of slots
where pipeline could be stalled due to demand load or store instructions. The metric value can indicate that a
significant fraction of execution pipeline slots could be stalled due to demand memory load and stores. See
the second level metrics to define if the application is cache- or DRAM-bound and the NUMA efficiency.

MPI Imbalance
Mean unproductive wait time per process spent in the MPI library calls when a process is waiting for data.
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MPI Time
Time spent inside the MPI library. Values more than 15% might need additional exploration on MPI
communication efficiency. This might be caused by high wait times inside the library, active communications,
non-optimal settings of the MPI library. See MPI Imbalance metric to see if the application has load balancing
problem.

NUMA: % of Remote Accesses
In non-uniform memory architecture (NUMA) machines, memory requests missing last level cache may be
serviced either by local or remote DRAM. Memory requests to remote DRAM incur much greater latencies
than those to local DRAM. It is recommended to keep as much frequently accessed data local as possible.
This metric indicates the percentage of remote accesses, the lower the better.

OpenMP Imbalance
The metric indicates the percentage of elapsed time that your application wastes at OpenMP* synchronization
barriers because of load imbalance.

PCIe Metrics
Average bandwidth of inbound read and write operations initiated by PCIe devices. The data is shown for GPU
and network controller devices.

Serial Time
Time spent by the application outside any OpenMP region in the master thread during collection. This directly
impacts application Collection Time and scaling. High values might signal a performance problem to be
solved via code parallelization or algorithm tuning.

SP GFLOPS
Number of single precision giga-floating point operations calculated per second. SP GFLOPS metrics are only
available for 3rd Generation Intel® Core™ processors, 5th Generation Intel processors, and 6th Generation
Intel processors.

Vectorization
The percentage of packed (vectorized) floating point operations. The higher the value, the bigger the
vectorized portion of the code. This metric does not account for the actual vector length used for executing
vector instructions. As a result, if the code is fully vectorized, but uses a legacy instruction set that only
utilizes a half of the vector length, the Vectorization metric is still equal to 100%.

Xe Link Outgoing Bandwidth
The average memory bandwidth from one GPU to another GPU through an Xe link.

Xe Link Outgoing Traffic
The normalized sum of all data transfers from GPU to another GPU through an Xe link.

Known Issues and Limitations
Below is a list of known issues and limitations related to Application Performance Snapshot:

• The HTML summary report may be rendered incorrectly with older browser versions. For correct
rendering, please update to the latest version of your browser.

• If you view the HTML report on Windows* OS from a shared drive, use any web browser other than
Internet Explorer*.
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• If you use an unsupported compiler or compiler version, the OpenMP* related metrics will be unavailable.
• Limitations related to collection of disk usage statistics:

• To collect the statistics, Application Performance Snapshot uses data provided by the OS. Wait time or
idle time caused by waiting data from the I/O subsystem is measured with relatively low precision.
This is why for short tasks I/O wait time may equal zero, even in case the I/O subsystem is actively
used.

• During a process run, if the system reassigns it to a different CPU core, the data read/written and I/O
wait time will equal zero.

• Limitations related to MPI support:

• The MPI_THREAD_MULTIPLE mode is not supported.
• Application Performance Snapshot is incompatible with the Intel® Trace Collector. Avoid analyzing MPI

applications with both tools simultaneously.
• Application Performance Snapshot does not fully support neighborhood collective communications. It

registers only their execution times, without information about data transmitted and its direction.
• Disk Usage and Memory Footprint metrics are not available for MPI_Pcontrol region statistics.

Notices and Disclaimers
Intel technologies may require enabled hardware, software or service activation.

No product or component can be absolutely secure.

Your costs and results may vary.
© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its
subsidiaries. Other names and brands may be claimed as the property of others.

No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this
document.

The products described may contain design defects or errors known as errata which may cause the product
to deviate from published specifications. Current characterized errata are available on request.

Intel disclaims all express and implied warranties, including without limitation, the implied warranties of
merchantability, fitness for a particular purpose, and non-infringement, as well as any warranty arising from
course of performance, course of dealing, or usage in trade.
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